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ABSTRACT 
 

Ad-hoc networks have become a hot topic in the research world. Routing in ad-hoc networks has faced so many 

problems due to the peculiar nature of ad hoc environments. In this paper a new routing protocol based on source 

routing and zone based routing is proposed. Proactive source routing protocol (PSR) is a method to reduce overhead 

in ad hoc networks by making use of BFSTs (Breadth First Spanning Trees). Zone routing protocol (ZRP) uses 

partition based routing. It uses source routing inside a zone and on-demand routing outside the zone. This paper 

proposes an approach which combines the advantages of both proactive and zone based routing protocols. The 

simulations are done in ns2 and the results show that the Z-PSR i.e. zone based proactive source routing protocol 

performs better compared to PSR. 
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I. INTRODUCTION 

 

Ad hoc networks [1] are temporary wireless 

networks normally formed at emergency situations 

where there are no centralized authorities like base 

station or access points.  Ad hoc networks have 

special characteristics.  The routers are free to move 

randomly and organize themselves arbitrarily; thus, 

the network's wireless topology may change rapidly 

and unpredictably. Ad Hoc networks are used for 

creating temporary networks. The main application 

areas of Ad-hoc networks are; Creation of instant 

infrastructure, Disaster relief, network connection 

to remote areas where installation of base station is 

not feasible. An ad hoc network consists of nodes 

which are free to move. The nodes may be 

anywhere, in airplane, ships, trucks, cars even on 

every people. Routing in such a type of network is 

challenging. This paper proposes a routing protocol 

which is lightweight, source routed, uses Breadth 

First Spanning Trees and is based on PSR[2] and 

ZRP[3].   

 

This paper is organized in to following sections. 

The next section lists out some of the existing 

approaches from the literature. Section 3 deals with 

the design of the new protocol. Section 4 shows the 

simulation results. Section 5 finally concludes the 

paper.  

 

Related Work 

 

There are many routing protocols proposed for ad 

hoc networks. Each protocol has its own advantages, 

disadvantages, and its own environment application 

where it can be used.  

 

Routing protocols of ad hoc networks can be 

classified into three categories:       1. Table-driven 

Routing protocols, 2. On-Demand Routing 

Protocols and 3. Hybrid Routing Protocols. Figure 

2.1 shows the classification and example for each 

classification. Other than these types, there is a new 

type of classification based on geographical 

positioning system called as Geographical position 

assisted routing.  
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Figure 1.  Classification of Ad-Hoc Routing Protocols 

 

Table driven protocols are also called as proactive 

routing protocols. Proactive routing protocol 

maintains regular and up to date routing 

information about each node in the network by 

propagating route updation at fixed time intervals 

throughout the network, when there is a change in 

network topology. As the routing information is 

usually maintained in tables, these protocols are 

also called table-driven protocols.  Examples of 

proactive routing protocols are Destination 

Sequenced Distance Vector (DSDV) [4], Optimized 

Link State Routing (OLSR)[5], Wireless Routing 

Protocol (WRP) [6]. 

On-demand routing protocols are also known as 

reactive routing protocol. In the ad-hoc networks 

where bandwidth resources are limited and 

topology frequently changes, it is not necessary to 

maintain routes to each node. Fast changing 

topology shortens effective time of routing and 

reduces utilization rate of routing information. 

Therefore, on-demand routing protocols came into 

being. On-demand routing protocols have two 

processes including Route Discovery and Route 

Maintenance. When the source node where there is 

no routing in the routing table needs to obtain the 

routing to destination node, the route discovery 

process will be activated. The node broadcasts 

routing request packets across the network by 

flooding. When a route request packet reaches the 

destination node, the destination node will send a 

route response packet to the source node. Thus, the 

two-way activated path will be set up between the 

source node and the destination node. As the 

topology changes, the route maintenance process 

are started when certain link on the activated path 

breaks. Examples includes Ad-hoc On-demand 

distance Vector protocol (AODV) [7], Dynamic 

Source Routing (DSR) [8], Admission Control 

enabled On-demand Routing (ACOR) [9] and 

Associativity Based Routing (ABR) [10]. 

Hybrid routing protocols is the combination of both 

proactive and reactive routing protocols. For e.g. 

Temporary Ordered Routing Algorithm (TORA) 

[11], Zone routing Protocol (ZRP) and OrderOne 

Routing Protocol (OOPR) [12] are hybrid routing 

protocols. Proactive and reactive algorithms are 

used to route packets. The route is established with 

proactive routes and uses reactive flooding for new 

mobile nodes. Hybrid routing protocols are referred 

to as hierarchical routing protocols in some texts.  

Hierarchical routing protocol divides the networks 

into clusters. Each cluster has a cluster head. 

Cluster head maintains information about other 

clusters. Other nodes maintain information about 

their own clusters. Collection of clusters is known 

as super cluster.  These types of protocols are 

having advantages of both table driven and on-

demand routing protocols.    

ZRP uses table driven approach inside the zone and 

on-demand approach outside the zone. A zone is 

created based on radius. If radius =1, a node needs 

to maintain table of routes to reach one hop 

neighbors alone. This is called its zone. Outside the 

zone communication is done by requesting route 

from other nodes.  If radius =2, a node needs to 

maintain routes to reach all its two hop neighbors. 

So table driven routing for two hop neighbors and 

outside the zone, on-demand routing protocol 

should be used. 

PSR is the base for the new protocol designed in 

this paper. So PSR’s details are explained here in 

detail. PSR provides every node with a breadth-first 

spanning tree (BFST) of the entire network rooted 

at itself.  Each node periodically broadcasts the tree 

structure it has built from the information from its 

neighbors.  Due to its proactive nature, the update 

operation of PSR is iterative and distributed among 

all nodes in the network. At the beginning, node v 

is only aware of the existence of itself; therefore, 
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there is only a single node in its BFST, which is 

root node v . By exchanging the BFSTs with the 

neighbors, it is able to construct a BFST within n 

each subsequent iteration, nodes exchange their 

spanning trees with their neighbors. From the 

perspective of node v toward the end of each 

operation interval, it has received a set of routing 

messages from its neighbors packaging the BFSTs. 

Node v incorporates the most recent information 

from each neighbor to update its own BFST. It then 

broadcasts this tree to its neighbors at the end of the 

period. Formally, v has received the BFSTs from 

some of its neighbors. Including those from whom 

v has received updates in recent previous iterations, 

node v has a BFST, which is denoted Tu, cached for 

each neighbor u ∈ N ( v ), where N(v) represents 

neighbors of node v. 

 

II. METHODS AND MATERIAL 
 

Protocol Design 

 

The new routing protocol proposed in this paper is 

named as Z-PSR. We are combining the advantages 

of both PSR and ZRP hence the name.  

Basic problems of PSR are discussed below.  

In a denser network, the overhead involved in 

maintaining the BFST to reach every node in the 

network will become high in case of PSR.  The time 

taken to search for a route from the set of BFSTs is 

also high. Even though PSR is reducing the 

overhead in terms of communication bytes, it fails 

to reduce the computational overhead and memory 

overhead incurred by each node in finding out the 

route. This results in high energy consumption. 

The objectives of the new routing protocol are as 

follows 

1. Develop a routing protocol which minimizes the 

computation overhead in searching for a route. 

2. The protocol should reduce the memory 

occupied by each BFST.  

3. The protocol should find route to the destination 

with minimum delay. 

4. The minimize energy consumption compared to 

the existing PSR protocol. 

In order to meet the objectives, the following steps 

are taken. 

1. Each node will maintain a BFST of its one hop 

or two hop neighbors only, as opposed to PSR 

where every node needs to maintain BFST to 

reach every other node in the network. 

2. Whether to maintain one hop or two hop 

neighbors BFST is decided based on parameter 

radius. If radius = 1, maintain BFST to reach one 

hop neighbors. If radius =2 , maintain BFST to 

reach two hop neighbors and so on. ( Simulations 

in this paper has used radius 2) 

3. When a node needs to send data to its one hop or 

two hop neighbors, it will use BFSTs maintained 

at that node. When it needs to send data to other 

nodes,  ( other than one/ two hop neighbors), it 

needs to send data to one of the two hop 

neighbor which will have BFST to reach the 

destination.  

4. Which two hop neighbor will have the BFST to 

reach the destination? This is the challenge in 

this protocol. A node will be receiving BFSTs 

from all the nodes, but it need not store them. 

Periodically update messages also sent by the 

neighboring nodes. So when a node needs to 

transmit data to a node which is not its one/two 

hop neighbor, it has to check the update from 

neighbors to check if it has a path to the 

destination. The BFST messages will be 

transmitted as a broadcast. So the protocol is 

actually following the concept of Link state 

vector algorithm, which says pass information 

about neighbors to all the nodes in the network.  

5. Thus only when needed, the node will accept 

and process the broadcast messages carrying 

BFST of other nodes. 

6. This reduces computation overhead and 

memory overhead maintaining the 

communication overhead at same level as PSR. 
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III. RESULT AND DISCUSSION 
 

Simulation and Analysis 

 

The simulation is done in ns2 [13] version 2.35. 

The simulation parameters used are shown in the 

Table 4.1.  

 

The parameters used for comparison are 1. Memory 

overhead measured in terms of length of BFST to 

be maintained at each node. 2. PDR- packet 

delivery ration measured as the ratio of number of 

packets received to number of packets transmitted. 

3. Energy level of nodes . The average energy spent 

by the nodes at the end of simulation. 4. End to end 

Time delay - Difference between the Time taken to 

transmit a packet from source to the time taken to 

reach a destination.   

 

Table 1. Simulation parameters 

 

S.No Parameter Values 

01 Number of nodes 50 

02 Speed of nodes 10 m/s 

03 Simulation time 200 s 

04 Initial Energy  200 joules 

05 Type of traffic TCP 

06 Number of traffic  

connections 

1 

 

Extensive simulation can be done by varying the 

simulation parameters. Number of nodes can be 

changed, or speed of nodes can be changed and 

various graphs can be taken. This paper shows the 

results for the parameters as set in table 4.1.  

 

The figure 4.1shows the graphical result of length 

of the BFST to be stored at each node. It is clear 

from the graph that Z-PSR needs to store only 

shorter length BFSTs compared to PSR.  Figure 4.2 

gives the Packet delivery ratio, both PSR and Z-

PSR maintains a 99.9% delivery ratio. 

 

The average remaining energy level of nodes is 

shown in figure 4.3. Z-PSR manages to maintain a 

higher average remaining energy compared to PSR.  

This is because, nodes in Z-PSR does not need to 

spend more time in searching the longer BFSTs.  

Figure 4.4 shows the end to end delay incurred in 

routing the packets. PSR is showing high delay 

because it has to search for routes in the longer 

BFSTs whereas Z-PSR uses short length BFSTs.    

 

 
Figure 2. Length of BFST at each node 

 

 
Figure 3.  Packet Delivery ratio Vs. Simulation Time 
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Figure 4. Average Energy consumed by nodes. 

 

 
Figure 5. End to end delay vs simulation time 

 

 

IV. CONCLUSION 
 

Routing in ad hoc network is always a challenging one. 

This paper proposed a routing protocol based on two 

existing protocols ZRP and PSR. The simulations results 

show that the proposed protocol outperforms the 

existing PSR protocol which acts as a base for this new 

protocol. Simulations can be extended to change the 

number of nodes, node mobility etc. In future, extensive 

simulations will be done and graphs will be plotted in 

ns2 using xgraph tool. 
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